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Abstract: How to explain Model Predictive Control (MPC) to students? How to practise it? The paper 
deals with chain of actions involving teaching, practicing and laboratory application of MPC at 
University of Pardubice in Czech Republic and at Anna University in India. Individual steps are 
presented and discussed with examples from educational experience – e.g. modelling and identification, 
derivation of MPC controller, simulations and laboratory applications. Every phase has a key and weak 
point as well. Desired results is that students understand better the theoretical concepts and they are able 
to apply predictive controllers at least for laboratory processes. Derivations and MATLAB scripts are 
available online. 
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

1. INTRODUCTION 

Model predictive control is very popular and frequently used 
in the industry for optimal control of multivariable systems 
with constrains. The method is suitable for unstable or non-
minimum phase systems, systems with dead-times, with 
different numbers of controlled and manipulated variables 
even for non-linear processes. The key feature is explicit use 
of a dynamical process model for controlled variable 
prediction at a future time horizon and calculation of a 
control actions to minimize a cost function. Future set-points 
or disturbances can be handled as well if available. The 
receding strategy concept means that at every sample time 
instant, only first the control action from the optimal vector is 
used and the horizon is shifted towards the future and the 
procedure is repeated again for updated system state. The 
various predictive algorithms differ amongst themselves in 
the model used to represent the process, the cost function to 
be minimized and optimization method. 

The whole concept of MPC is straightforward and easy to 
understand but still enough general so special control 
objectives can be defined and fulfilled. Controller is designed 
in time domain, dynamical model of controlled process must 
be known and also some optimization method to get the 
solution is required. From this point of view, teaching and 
practicing of MPC is an important part of university 
education of process control engineers. Books about MPC are 
great but for master students this is quite expensive and 
maybe too much detailed source of information (Camacho 
and Bordons, 2007), (Rossiter, 2003), (Maciejowski, 2002), 

(Kouvaritakis and  Cannon, 2016), (Rawlings and Mayne, 
2009), (Wang, 2009), (Mareš and Hrnčiřík, 2012), (Mikleš 
and  Fikar, 2004). Online books and tutorials can be good 
alternative for most of the students (Borrelli et al., 2015), 
(Rossiter 2014), (Bemporad, 2009), (Boyd, 2008), (Jay, 
2005), (Pekař, 2010). The interesting task is how to explain 
MPC to students, how to practise their theoretical knowledge 
and what tools to use. Educational framework based on the 
Lego Mindstorms NXT robotic platform with two-wheeled 
inverted pendulum experiments was published in (Canale and 
Casale-Brunet, 2014). Adaptive cruise control with 
LabVIEW, National Intruments Robotics Starter Kit robot 
and code deployed on FPGA was presented in (Shakouri et 
al., 2013). (Richmond and Chen, 2012) created software 
package for teaching chemical engineering undergraduates 
similar to existing industrial MPC packages. MATLAB 
graphical user interface with MPC educational application 
was presented in (Yilmazlar and Kaplanoğlu, 2012). Our 
subject Automatic Control III aims to provide a MPC 
guidance to students and practice their theoretical knowledge. 
Students are getting not only new information but they are 
also practicing topics like modelling, identification, 
optimization, simulation, data acquisition and programming. 
Final year master students are learning MPC theory, they 
program controller functions in MATLAB, simulate control 
experiments first and at the end of the semester they apply 
their controllers to different laboratory systems. We are using 
GUNT level control and speed control training system 
because the systems are not too fast but fast enough, they are 
first and second order systems with low nonlinearity and we 
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2005), (Pekař, 2010). The interesting task is how to explain 
MPC to students, how to practise their theoretical knowledge 
and what tools to use. Educational framework based on the 
Lego Mindstorms NXT robotic platform with two-wheeled 
inverted pendulum experiments was published in (Canale and 
Casale-Brunet, 2014). Adaptive cruise control with 
LabVIEW, National Intruments Robotics Starter Kit robot 
and code deployed on FPGA was presented in (Shakouri et 
al., 2013). (Richmond and Chen, 2012) created software 
package for teaching chemical engineering undergraduates 
similar to existing industrial MPC packages. MATLAB 
graphical user interface with MPC educational application 
was presented in (Yilmazlar and Kaplanoğlu, 2012). Our 
subject Automatic Control III aims to provide a MPC 
guidance to students and practice their theoretical knowledge. 
Students are getting not only new information but they are 
also practicing topics like modelling, identification, 
optimization, simulation, data acquisition and programming. 
Final year master students are learning MPC theory, they 
program controller functions in MATLAB, simulate control 
experiments first and at the end of the semester they apply 
their controllers to different laboratory systems. We are using 
GUNT level control and speed control training system 
because the systems are not too fast but fast enough, they are 
first and second order systems with low nonlinearity and we 
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1. INTRODUCTION 
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solution is required. From this point of view, teaching and 
practicing of MPC is an important part of university 
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great but for master students this is quite expensive and 
maybe too much detailed source of information (Camacho 
and Bordons, 2007), (Rossiter, 2003), (Maciejowski, 2002), 

(Kouvaritakis and  Cannon, 2016), (Rawlings and Mayne, 
2009), (Wang, 2009), (Mareš and Hrnčiřík, 2012), (Mikleš 
and  Fikar, 2004). Online books and tutorials can be good 
alternative for most of the students (Borrelli et al., 2015), 
(Rossiter 2014), (Bemporad, 2009), (Boyd, 2008), (Jay, 
2005), (Pekař, 2010). The interesting task is how to explain 
MPC to students, how to practise their theoretical knowledge 
and what tools to use. Educational framework based on the 
Lego Mindstorms NXT robotic platform with two-wheeled 
inverted pendulum experiments was published in (Canale and 
Casale-Brunet, 2014). Adaptive cruise control with 
LabVIEW, National Intruments Robotics Starter Kit robot 
and code deployed on FPGA was presented in (Shakouri et 
al., 2013). (Richmond and Chen, 2012) created software 
package for teaching chemical engineering undergraduates 
similar to existing industrial MPC packages. MATLAB 
graphical user interface with MPC educational application 
was presented in (Yilmazlar and Kaplanoğlu, 2012). Our 
subject Automatic Control III aims to provide a MPC 
guidance to students and practice their theoretical knowledge. 
Students are getting not only new information but they are 
also practicing topics like modelling, identification, 
optimization, simulation, data acquisition and programming. 
Final year master students are learning MPC theory, they 
program controller functions in MATLAB, simulate control 
experiments first and at the end of the semester they apply 
their controllers to different laboratory systems. We are using 
GUNT level control and speed control training system 
because the systems are not too fast but fast enough, they are 
first and second order systems with low nonlinearity and we 

11th IFAC Symposium on Advances in Control Education
June 1-3, 2016. Bratislava, Slovakia

Copyright © 2016 IFAC 34

 
 

     

 

are able to use them from different environments like 
MATLAB, Simulink, LabView etc. (Honc, et al., 2014). 

The outline of the paper is as follows. Basics of MPC theory 
is discussed in section 2. Laboratory system is presented in 
section 3. Modelling and identification is described in section 
4, Simulation and experimental results are shown in section 
5. Conclusions are given in section 6. 

2. MPC BASIC THEORY 

We want that the students understand MPC concept so we are 
not using tools like MATLAB’s Model Predictive Control 
Toolbox (MATHWORKS, 2016), (jMPC Toolbox, 2016), 
(MPT Toolbox, 2016) or similar products. We are explaining 
step-by step predictive concept and deriving all necessary 
equations – complete documentation can be downloaded 
from MPC derivation. After MPC history overview and 
introduction we start with SISO system cost function 
formulation, 

       
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2
j 1jkuqjkwjkyrJ  (1) 

where y is the controlled variable, w is the set-point, u is the 
manipulated variable increment, rj are the penalization 
parameters for control errors and qj are the penalization 
parameters for control incremets, N2 is the length of horizon 
for following the set-point and Nu is the length of horizon for 
control actions (after Nu control changes the control action is 
kept constant). 

Cost function expressed in matrix representation is 

     QUUWYRWY TTJ   (2) 

The next step is how to get predictions based on state-space 
and transfer function process model. The state-space 
algorithm is easier for the students (Honc and Dušek, 2013b). 
State-space model in discrete-time form 
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is converted to incremental form as described below, 
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and the predictions in matrix form can be written as 
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In the past we were using different methods for transfer 
function model like Diophantine equations and state-space 
transfer function equivalent. Following derivation seems to 
be easiest for the students understanding. We are considering 
process and disturbance model as, 
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where,      kykyke ˆ  is prediction error, and polynomials 
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We introduce polynomial, 

  1n
1n

n
n

2
2

1
1 zazazaza1AA 


  ~~~~~

  

From (6), we can derive 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

(7)                                                        

1nke

1ke
ke

000

0cc
ccc

1nku

2ku
1ku

000

0bb
bbb

nky

1ky
ky

000

0aa
aaa

1Nku

1ku
ku

b00

0bb
00b

Nky

2ky
1ky

100

01a
001

c

32

n21

43

n32

32

1n21

1

12

1

1

m

c

mm

pp































































































































































































































  










  










  








  










  








C

BA

BA

~~
~~~

ˆ

ˆ
ˆ

~

 

 

2016 IFAC ACE
June 1-3, 2016. Bratislava, Slovakia

35



36	 Daniel Honc et al. / IFAC-PapersOnLine 49-6 (2016) 034–039 
 

     

 

This can be expressed in terms of predictions as, 
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On substituting predictor equation into cost function (2), we 
get, 
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If matrix R is symmetric we get k2J TT  UgHUU  and 
we can solve the problem by quadratic programming. 

For unconstrained case explicit solution exists (if matrix H is 
positive definite) 
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 (10) 

or for actual control action     kku ppxFWK   where 
K is the first row of matrix L and the control law can be seen 
as shown in Fig. 1. 

 

 

 

 

Fig. 1. Control law scheme. 

We are also explaining constraints handling – especially 
input, output and state constraints 
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which can be written in the form bAU  . 

We are also mentioning the possibility how to extend 
controller design procedure to nonlinear MPC by free 
response calculation from nonlinear dynamical process model 
and by considering linear time varying model for forced 
response calculation. 

2.1  MPC MATLAB scripts  

Students with help of the teacher create own MATLAB 
scripts for both versions of predictive controllers. In the 
initialization part process model, horizons, penalization 
coefficients, sampling time, limits on manipulated and 
controlled variable and future set-point are specified. Poles 
for the state observer and filtering coefficient polynomial are 
also parameters for state-space or transfer function version of 
the controller. The rest of the script runs automatically and is 
general for arbitrary LTI SISO system. Predictor matrices are 
calculated before the main loop. In this loop process output is 
calculated or measured in case of real control. User can 
choose an unconstrained case with analytic solution or 
quadratic programming respecting given constraints. In case 
of the real control, plot is updated every sample time and 
manipulated variable is applied to the process. 

2.2  MPC simulations 

Student are testing and debugging their algorithms during the 
programming phase. If both algorithms are ready, students 
should get identical control responses for the same 
parameters. We are trying different models and parameters to 
demonstrate typical MPC behaviour and explaining the 
influence of the tuning parameters like penalization 
coefficients and length of horizons on the control response. 
The next step is that we introduce model mismatch, 
disturbance and measurement noise to simulate the 
phenomenon which will be in real application. This will 
cause different behaviour of state-space and the input-output 
form of MPC and questions like how to choose observer 
poles or filtering polynomial can be answered. Also, steady-
state control error can be studied and explained why the 
transfer function formulation has integrating character while 
state-space not. The MATAB scripts for both versions can be 
downloaded from State-space, Transfer function. The next 
step will be laboratory application of both controllers. 

3.  LABORATORY PROCESSES 

For MPC laboratory application we like to use two models 
from the company GUNT – level and speed control (Gunt 
2016a and b). The systems are supplied with made to 
measure software for open loop and PID control experiments. 
We found out that the producer is using standard LabJack 
U12 data acquisition card (LabJack 2016). These cards have 
great software support e.g. for Dev-C++, LabVIEW, Python, 
MATLAB, Perl, .NET(C#,VB), Delphi, VBA Excel, Java, 
Visual Basic 6, PowerBASIC, Agilent VEE, TestPoint, 
Visual C++ OCX, Visual C++ DLL and LabWindows/CVI 
for Windows, Python for Mac and Python and Perl for Linux. 
We wrote also own DLL library and S-function for Simulink 
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On substituting predictor equation into cost function (2), we 
get, 
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If matrix R is symmetric we get k2J TT  UgHUU  and 
we can solve the problem by quadratic programming. 

For unconstrained case explicit solution exists (if matrix H is 
positive definite) 
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 (10) 

or for actual control action     kku ppxFWK   where 
K is the first row of matrix L and the control law can be seen 
as shown in Fig. 1. 

 

 

 

 

Fig. 1. Control law scheme. 

We are also explaining constraints handling – especially 
input, output and state constraints 
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which can be written in the form bAU  . 

We are also mentioning the possibility how to extend 
controller design procedure to nonlinear MPC by free 
response calculation from nonlinear dynamical process model 
and by considering linear time varying model for forced 
response calculation. 

2.1  MPC MATLAB scripts  

Students with help of the teacher create own MATLAB 
scripts for both versions of predictive controllers. In the 
initialization part process model, horizons, penalization 
coefficients, sampling time, limits on manipulated and 
controlled variable and future set-point are specified. Poles 
for the state observer and filtering coefficient polynomial are 
also parameters for state-space or transfer function version of 
the controller. The rest of the script runs automatically and is 
general for arbitrary LTI SISO system. Predictor matrices are 
calculated before the main loop. In this loop process output is 
calculated or measured in case of real control. User can 
choose an unconstrained case with analytic solution or 
quadratic programming respecting given constraints. In case 
of the real control, plot is updated every sample time and 
manipulated variable is applied to the process. 

2.2  MPC simulations 

Student are testing and debugging their algorithms during the 
programming phase. If both algorithms are ready, students 
should get identical control responses for the same 
parameters. We are trying different models and parameters to 
demonstrate typical MPC behaviour and explaining the 
influence of the tuning parameters like penalization 
coefficients and length of horizons on the control response. 
The next step is that we introduce model mismatch, 
disturbance and measurement noise to simulate the 
phenomenon which will be in real application. This will 
cause different behaviour of state-space and the input-output 
form of MPC and questions like how to choose observer 
poles or filtering polynomial can be answered. Also, steady-
state control error can be studied and explained why the 
transfer function formulation has integrating character while 
state-space not. The MATAB scripts for both versions can be 
downloaded from State-space, Transfer function. The next 
step will be laboratory application of both controllers. 

3.  LABORATORY PROCESSES 

For MPC laboratory application we like to use two models 
from the company GUNT – level and speed control (Gunt 
2016a and b). The systems are supplied with made to 
measure software for open loop and PID control experiments. 
We found out that the producer is using standard LabJack 
U12 data acquisition card (LabJack 2016). These cards have 
great software support e.g. for Dev-C++, LabVIEW, Python, 
MATLAB, Perl, .NET(C#,VB), Delphi, VBA Excel, Java, 
Visual Basic 6, PowerBASIC, Agilent VEE, TestPoint, 
Visual C++ OCX, Visual C++ DLL and LabWindows/CVI 
for Windows, Python for Mac and Python and Perl for Linux. 
We wrote also own DLL library and S-function for Simulink 

w y(k) 

- 
f 

Fp 

K Process 
u(k) 
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(Honc and Dušek, 2013) and it is possible to call it from 
MATLAB script. This is more convenient for advance 
control methods like MPC than using MATLAB/Simulink. 

3.1  GUNT RT 010 level control system  

GUNT RT 010 is a TISO first order system for controlling 
the water level (output) using pump (input 1) and valve (input 
2). Experimental set-up (see Fig. 2) is mounted on the 
housing with electronics 3. Transparent level-controlled tank 
1 is fed from the storage tank 4 with the speed-controlled 
pump 2. Liquid level is measured using the tensometric 
pressure sensor. Electromagnetic proportional valve 5 in the 
tank outlet can serve as a disturbance variable or as a second 
manipulated variable. 

 

Fig. 2. Scheme of training system RT 010. 

3.2  GUNT RT 050 speed control system  

GUNT RT 050 is a SISO second order model for speed 
control (output) using motor power (input). Experimental set-
up (see Fig. 3), is mounted on the housing with electronics 2. 
DC motor 6 drives a shaft 4 with a mass flywheel 5. The dial 
gauge 1 allows reading off the speed at any time. The speed 
is measured inductively using a speed sensor. A generator 3 
acting as a mechanical resistance to a shaft rotation can be 
activated to study the influence of the disturbance variables. 
Generator load can be used in discontinuous manner as 0, 33, 
66 and 100 %. 

 

Fig. 3. Scheme of training system RT 050 

4. MODELING AND IDENTIFICATION 

To be able to apply MPC algorithms to GUNT models, 
student must identify models of both systems. It is possible to 
use first principle approach to get a physical model of water 
level system (Honc et al. 2014) but for simplicity students 
measure step response and find approximation transfer 
function by numerical identification. 

The parameters of the chosen model are estimated by 
minimizing the squared error between the model output and 
measured output using least square method, after applying 
step inputs. Fig. 4 and Fig. 5 shows the model validation of 
the laboratory setups, where dotted line represents measured 
output and bold line is model response. 

 

Fig. 4. Measured output and model response of GUNT RT 
010 system 

 

Fig. 5. Measured output and model response of GUNT RT 
050 system 

The transfer function model, G(s), of the GUNT RT 010 and 
050 system after system identification procedure is obtained 
as, 
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5. SIMULATION AND EXPERIMENTAL RESULTS 

Student simulate the MPC control response first – they will 
find suitable parameters like horizons and penalization for 
given future set-point shape (usually steps around working 
point). They measure real control experiment thereafter – 
usually they are retuning observer poles or filtering 
coefficient. 

Both MPC approaches are applied to GUNT RT 010 and RT 
050 training systems – predictive controller with predictor 
based on transfer function model (8) and another one based 
on state-space process model (5). State is estimated by 
Kalman filter. Constraints (11) were considered and we 
assumed that the future course of the set-point is known. 
Active set algorithm were used in Quadratic Programming to 
minimize the cost function. 

GUNT RT 010 model is considered as first order SISO 
system (12) for simplicity instead of TISO system - the valve 
is kept open during the experiment. Hence, the level control 
is done by adjusting the pump power. Linearization points of 
pump and pressure sensor voltage are chosen as, u0 = 3.42 V 
and y0 = 1.61 V respectively. Control experiment starts from 
the calculated steady-state input and output of model. 
Multiple positive and negative set-point steps are applied at 
times t=50 s, 200 s and t=100 s, 150 s respectively. Response 
of the controller with the transfer function is in Fig. 6 and 
with the state-space model is in Fig. 7. Simulation response is 
plotted with the solid line and the dotted line shows the 
experimental data. 

 

Fig. 6. GUNT RT 010 control response of controller with 
transfer function model 

 

Fig. 7. GUNT RT 010 control response of controller with 
state space model 

A second order model (13) is considered for GUNT RT 050 
model. Linearization points of motor and speed sensor 
voltage is u0 = 2.85 V, y0 = 4.5 V respectively. Multiple 
positive and negative set-point steps are applied at times t=20 
s, 80 s and t=40 s, 60 s. 

 

Fig. 8. GUNT RT 050 control response of controller with 
transfer function model 
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given future set-point shape (usually steps around working 
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coefficient. 
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based on transfer function model (8) and another one based 
on state-space process model (5). State is estimated by 
Kalman filter. Constraints (11) were considered and we 
assumed that the future course of the set-point is known. 
Active set algorithm were used in Quadratic Programming to 
minimize the cost function. 

GUNT RT 010 model is considered as first order SISO 
system (12) for simplicity instead of TISO system - the valve 
is kept open during the experiment. Hence, the level control 
is done by adjusting the pump power. Linearization points of 
pump and pressure sensor voltage are chosen as, u0 = 3.42 V 
and y0 = 1.61 V respectively. Control experiment starts from 
the calculated steady-state input and output of model. 
Multiple positive and negative set-point steps are applied at 
times t=50 s, 200 s and t=100 s, 150 s respectively. Response 
of the controller with the transfer function is in Fig. 6 and 
with the state-space model is in Fig. 7. Simulation response is 
plotted with the solid line and the dotted line shows the 
experimental data. 

 

Fig. 6. GUNT RT 010 control response of controller with 
transfer function model 

 

Fig. 7. GUNT RT 010 control response of controller with 
state space model 

A second order model (13) is considered for GUNT RT 050 
model. Linearization points of motor and speed sensor 
voltage is u0 = 2.85 V, y0 = 4.5 V respectively. Multiple 
positive and negative set-point steps are applied at times t=20 
s, 80 s and t=40 s, 60 s. 

 

Fig. 8. GUNT RT 050 control response of controller with 
transfer function model 
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Fig. 9. GUNT RT 050 control response of controller with 
state space model 

 

6. CONCLUSION 

The paper describes the teaching experience with MPC at 
University of Pardubice and Anna University. Students learn 
the concepts, derive and code the state-space and the transfer 
function version of the MPC controller. Students simulate 
ideal control algorithms, add model mismatch, disturbance 
and measurement noise. Further, the designed controllers are 
applied to laboratory systems during the last stage of the 
course. Students’ knowledge is evaluated continuously 
during the course. Students complete particular tasks and 
compare results with teachers’ version. The course is 
concluded with an oral examination. The student appreciate 
that they are able to apply quite complex control method to 
real processes and “it works”. 
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