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Abstract—The number of deaths due to the motor vehicle
accidents has increased drastically during the last few years. It
is estimated that nearly 40 - 50 % of the accidents are due to
the distractions of the driver. One of the methods to assess driver
distraction is using head pose estimation. The unavailability of a
standard driving database hampers the study and testing of driver
distraction algorithms. In this paper we present the development
and bench-marking of the Distracted Car Driver (DCD) database.
The database contains real time driving videos of 12 different
individuals, in varying environmental conditions. To bench-mark
the database we use standard linear and nonlinear manifold
techniques for data embedding.
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I. INTRODUCTION

Driver distraction is a leading cause of the accidents. One
way to address this problem is by providing an alert to the
vehicle occupants. The level of attention or distraction can
be measured using the position and orientation of the driver
head. There are many driver distraction observational studies
and head pose estimation methods carried out all over the
world during the past few years. Sayer et.al [1] observed
that 34 percent of the drivers involved in a secondary task,
which will cause an accident. The Highway Safety Research
Center at the University of North Carolina found that drivers
spent 15.3 percent of the time for conversation with passengers
and 14.5 percent engaged in some other activities of the total
driving time [2]. The driver drowsiness or sleepiness is also
one of the major reason for road accidents especially in the late
nights [3], [4]. Sigari et.al [5] give a detailed review of driver
face monitoring system for fatigue and distraction detection.
The face monitoring systems for distraction detection extract
the different features of face and eyes like head orientation,
yawning, head nodding, gaze direction, eye distances, eye blink
rate, blink speed . . . etc. Head rotation based on face template
matching and eye region monitoring are used for fatigue and
driver distraction monitoring in [6], [7]. The main disadvantage
of this method is the face tracking method which is inaccurate
and very computationally complex.

In the literature, it is seen that face pose estimation has
an important role in driver distraction monitoring. Princi-
pal Component Analysis (PCA) [8] is used for face pose
estimation by projecting the data samples into its principal
components [9],[10]. Linear Discriminant Analysis (LDA)
[11] is another linear dimensionality reduction method and

it is also used to obtain the discriminant features for pose
estimation in[12],[13]. If the number of data points for training
is small, PCA performance is better than LDA and it is
less sensitive to different training sets [14]. Isometric Feature
Mapping (ISOMAP) [15], Locally Linear Embedding (LLE)
[16] and Laplacian Eigenmaps (LE) [17] are the most common
non linear dimensionality reduction methods used for pose
estimation [18], [19].

All the above methods test using standard face pose
databases [20],[21]. These databases are developed in con-
trolled environments and provide manually annotated face pose
angle information. In a real world scenario as in vehicles,
these databases fall short. There is a limited scope to control
the environment and pose angles, which results in manually
annotating the angles a daunting task. Hence, we develop a
driving database (Distracted Car Driver (DCD)), which would
aid in development and testing of algorithms to estimate
constraint free face poses and in turn develop driver distraction
analysis algorithms.

II. DATABASE CREATION

Video of 12 individuals (9 male and 3 female) was captured
by playing a camera on the dashboard. To ensure the variations
in the light, the video capturing was done in three different
timings - morning, noon and at evening. Separate scenarios in
vehicle environments was considered where one scenario had
co-passengers and another where there were none. This was
done to simulate the distractions due to co-occupants of the
vehicle. The video was finally separated into frames.

Five different classes were created and named as follows.
Non - Distracted (approximately the pose angles are varying
from −15◦ to +15◦), Small Distraction to the left side (ap-
proximately the pose angles are varying from −30◦ to −16◦),
High Distraction to the left side (approximately the pose angles
are varying from −90◦ to −31◦), Small Distraction to the right
side (approximately the pose angles are varying from +16◦ to
+30◦) and High Distraction to the right side (approximately
the pose angles are varying from +31◦ to +90◦)

Five different persons manually separated these images into
any one these five distinct classes and these five sets are kept
separately. If a non distracted frame is present in the non
distracted class at least thrice out of these five sets, it will
be included in the non distracted class. Similarly, we evaluated
all frames and placed into the corresponding classes. This final
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database is named as Distracted Car Driver (DCD) database .
The sample images from this DCD database are as shown in
Fig.1.

III. DIMENSIONALITY REDUCTION METHODS

It is very difficult to understand the data if the dimensions
are more than two or three, and this is the main reason to obtain
the structure of the data by low dimensional representation. If
the dimension of the data is reduced, the data can be easily
processed than in higher dimensions [22]. A brief description
about different dimensionality reduction techniques follows.

A. Linear Dimensionality Reduction Methods

Linear techniques are simple geometric interpretations and
has attractive computational properties [23]. Principal Com-
ponent Analysis (PCA) [8] and Linear Discriminant Analysis
(LDA) [11], [24]. are two popular linear techniques for dimen-
sionality reduction.

PCA gives the most accurate data representation in a lower
dimensional space. It identifies the variation in the data based
on identifying the Principal Components in the data. Principal
Components are in the directions of maximum variability in
the data. PCA transforms the data into a 1-D subspace which
minimizes the projection error. The best projection line lies
in the direction of largest variance and this is called the first
principal component. The second principal component in the
direction of next highest variability and it is orthogonal to the
first principal component. The subsequent principal component
in decreasing order in the direction of highest variability.
LDA tries to maximize the between class separability and
to minimize the within-class variability, and so ensuring the
maximal separability.

B. Non Linear Dimensionality Reduction Techniques

Closely varying data points creates a smooth varying mani-
fold. Linear techniques can not capture the intrinsic nonlineari-
ties. The nonlinear techniques try to preserve the the neighbor-
hood information. Commonly used nonlinear techniques are
Isometric Feature Mapping, Locally Linear Embedding, and
Laplacian Eigenmaps.

Tenenbaum et.al [15] proposed the isometric feature map-
ping (ISOMAP) for nonlinear dimensionality reduction. After
identifying the K nearest neighbours of each data point based
on the euclidean distance between them, this neighbourhood
points are represented on a weighted graph. Dijkstra’s algo-
rithm [25] is used to obtain the geodesic distances between
the points and classical multidimensional scaling is applied
onto the geodesic distance matrix. The eigenvectors obtained
are used for data embedding. Roweis et.al [26] proposed the
locally linear embedding (LLE). LLE kernel is formed using
barycentric coordinates and eigen decomposition of these LLE
kernels is performed. The obtained eigenvectors are used for
the data embedding. Belkin et.al [17] proposed the laplacian
eigenmaps method for data embedding. The neighborhood
graph is approximated to Laplace Beltrami operator [27]. The
weight matrix is formed using the Leigs algorithm [28] and
the kernel is constructed. The eigen vector obtained after eigen
decomposition of these kernel is used for data embedding.

IV. LINEAR TECHNIQUES BASED POSE ESTIMATION FOR

DRIVER DISTRACTION MONITORING

Initially the entire data set is divided into different classes
for training. Clustering methods can be used for automatic
class formation for training [12],[13]. The automated class
formation for clustering reduces the effort of manual process.
The classes which form after clustering should be based
on the pose angles and hence will be pose dependent. A
conceptual drawing of this pose dependent class formation
using clustering is as shown in Fig.4. The data embedding
of PCA and LDA in top two dimensions are as shown in Fig.
2 and 3 respectively.
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Fig. 2: PCA - Data Embedding.
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Fig. 3: LDA - Data Embedding.

Initially the entire dataset is clustered into various classes
using K means [29],[30] clustering algorithm. Then, PCA and
LDA applied on these classes and nearest neighbour algorithm
is used for classification. In the case of linear dimensionality
reduction methods, a direct projection matrix is available for
data embedding. In both PCA and LDA, all training data
points and test data point(s) are projected using this projection
matrix. The euclidean distance between the test data point(s)
and training data points is calculated in the projected space.
The training data point with the shortest distance to the test



(a) High Distraction to
the Left Side

(b) Small Distraction to
the Left Side

(c) Non Distracted (d) Small Distraction to
the Right Side

(e) High Distraction to
the Right Side

Fig. 1: Distracted Car Driver (DCD) Database - Sample Images

Fig. 4: Pose Dependent Class Formation Using Clustering -
Conceptual Drawing.

data point is considered as the winner. The class of the winning
image is taken as the detected class.

A. Experimental Analysis

Leave one out testing strategy was used for performance
evaluation. In this testing procedure, the data points used for
training are not used for testing. Images of 11 individuals are
used for training and the images of person left out are used
for testing. This is iterated till the images of all individuals are
used for testing. If the test image is correctly classified into
its own class, it is taken as true and if it is not, it is taken as
false. The average accuracy is calculated by dividing the total
number of true values with the total number of testing.

The data points used for testing is not used for clustering
(leave-one-out testing). We varied the number of clusters and

TABLE I: Driver Distraction Monitoring - Accuracy in Pose
Estimation

Number of Classes 10 25 50 100 150 181

Accuracy
PCA 45.36 50.23 58.36 65.12 68.25 78.86
LDA 71.69 78.89 84.21 86.76 87.07 88.80

iterated till all data points used for testing. We tested and
evaluated this method using K means clustering and the result
of this analysis is as given in Table I. From Table I, it is very
clear that the performance of LDA outperforms PCA in pose
estimation.

-100 -50 0 50 100 150

-100

-80

-60

-40

-20

0

20

40

60

80

100

Fig. 5: ISOMAP - Data Embedding.

V. NON LINEAR TECHNIQUES FOR DATA EMBEDDING

Non linear techniques - ISOMAP, LLE and LE was used
for data embedding. This techniques do not provide a projec-
tion matrix for other test data points. These techniques do not
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Fig. 6: LLE - Data Embedding.
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Fig. 7: LE - Data Embedding.

provide a projection matrix and so the out of sample extension
is not possible. So these techniques are used for observing the
non-linearity in the database. The data embedding of these
methods in top two dimensions are as shown in Figure 5, 6
and 7.

VI. CONCLUSION

The unavailability of a standard driving database was a
major problem for driver distraction monitoring. We created a
database (DCD) for driver distraction monitoring with multiple
people in different environmental conditions. Varied results,
with low accuracy points to the toughness and usability of
the database for testing algorithms tackling real world pose
estimation problems. During the data collection and embedding
steps we noticed that the database could be made more robust
by syncing video of vehicle occupant with vehicle frontal
video. The database could be made more comprehensive by
logging more hours of driving video.
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